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INDEXING SYSTEM

RELATED APPLICATIONS

This application claims priority under 35 U.S.C. §119 to
Provisional Patent Application Ser. No. 61/831,487, entitled
“INDEXING SYSTEM” filed Jun. 5, 2013. The subject
matter of this earlier filed application is hereby incorporated
by reference.

BACKGROUND

Search engines assist users in locating information found
in a collection of data, including, for example, web pages,
PDFs, word processing documents, images, other types of
files, etc. Such files may generally be referred to as docu-
ments. In order to quickly and effectively search the various
documents for relevant information, search engines may
index the contents of the documents and use the index to
respond to search queries. The index may be included as part
of a repository, which is a processed, encoded, and indexed
version of a collection of data. A repository for a large
collection of data, such as the Internet, may include billions
of documents. Thus, some repositories are distributed
amongst many machines, dividing the repository into
smaller, more manageable pieces. The index for the reposi-
tory may be an inverted index that is comprised of posting
lists, with each posting list representing a term and docu-
ments that contain the term. To represent a document, the
posting list typically uses a document identifier or other
pointer to the document. The posting list can also include
other information, such as a position in which the term
appears, or other information about the terms or documents.
The index may also include metadata for the posting lists
and documents.

In a distributed environment, the index may be divided
amongst many machines. The division may be by document
or by term. An index divided by document, or document-
sharded index, minimizes network traffic between the com-
puting devices but increases input/output (I/O) operations.
An index divided by term, or term-sharded index, optimizes
1/O operations, but increases network traffic. The purpose
and size of the index may generally determine whether an
index is term-sharded or document-sharded.

SUMMARY

Implementations combine a document-sharded index with
a term-sharded index, balancing 1/O operations with net-
work traffic considerations. The system may be a distributed
system, with the index stored amongst a number of com-
puting devices, also referred to as leaves. The system may
assign indexed documents to a leaf. The indexed documents
may be assigned to one of two or more sets, e.g., base
documents or extended documents. At indexing time the
system may generate posting lists for the terms included in
the documents. Whether a term appears in a term-sharded
posting list or a document-sharded posting list may be based
on the document type in which the term appears. In general,
terms appearing in base documents are document sharded
and stored on the same machine that the document is
assigned to. In general, terms appearing in extended docu-
ments are term sharded and may be stored on a machine that
differs from the machine to which the document is assigned.
In other words, the indexing system may include a subset of
documents for which posting lists are on the same leaf as the
document and another subset of documents for which post-
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ing lists may be stored on other leaves. A root server may
keep track of which terms are document sharded as well as
which documents are base documents. The system may also
include an update process that minimizes index unavailabil-
ity and facilitates recovery by allowing each leaf to deter-
mine which version of a document to serve at query time.

One aspect of the disclosure can be embodied in a system
that includes distributed computing devices represented by
leaf nodes and memory storing an index of documents, the
index being distributed across multiple computing devices,
and the documents being assigned to respective computing
devices. The documents include a first document in a first set
of documents assigned to a first leaf node and a second
document in a second set of documents assigned to the first
leaf node. The index can include posting lists for at least
some terms, including all terms, in the first document that
are document sharded and stored in fast memory at the first
leaf node. The index can also include posting lists for at least
some of the terms, including all the terms, in the second
document that are term sharded, the term-sharded posting
lists being stored at computing devices other than the first
leaf node. The system also includes at least one root com-
puting device that includes at least one processor and
memory storing instructions that, when executed by the at
least one processor, cause the root computing device map
documents to computing devices and map term-sharded
terms to computing devices. In some implementations, the
memory may store one or more of the mappings. The root
computing device also includes memory storing instructions
that, when executed by the at least one processor cause the
system to use the posting lists to respond to queries.

The system can include one or more of the following
features, for example, the posting lists for at least some
terms in the second document can be document-sharded
rather than term-sharded, and stored on the first leaf node. As
another example, accessing posting lists can include, in
response to a query having at least a first query term and a
second query term, the second query term corresponding to
one of the term-sharded terms, retrieving a posting list for
the second query term from one of the computing devices,
wherein the retrieved posting list indexes occurrences of the
second query term in documents stored on multiple different
computing devices of the distributed computing devices and
retrieving posting lists for the first query term from some of
the multiple different computing devices, wherein the
retrieved posting lists index occurrences of the first query
term in documents that are co-located on the computing
device that stores the respective posting list. In such imple-
mentations, references to documents in the posting list for
the second query term can be organized by computing
device to which the documents are assigned. In some
implementations, the posting lists for document-sharded
term are stored in fast access storage. In some implemen-
tations, the terms that are document-sharded from the sec-
ond document are common terms. In some implementations,
each of the term-sharded terms is assigned to a respective
leaf node of the leaf nodes.

As another example, the root computing device may also
include memory storing instructions that cause the system to
generate a search result responsive to accessing the posting
lists. Generating the search result can include receiving a
query at the root computing device, the query having at least
a first query term and a second query term, determining that
the second query term is term sharded, obtaining a posting
list for the second query term from a computing device to
which the second query term is assigned, and sending at
least a portion of information in the obtained posting list to
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at least another computing device for intersection with a
posting list for the first query term. In some such imple-
mentations, generating a search result can include receiving
scores for documents from the another computing device,
the documents being relevant to the first query term and
identified by the obtained posting list. Also in some such
implementations, the another computing device may receive
information about (i) the first query term, (ii) the second
query term, and (iii) a portion of the posting list for the
second query term that was obtained from the computing
device to which the second query term is assigned and may
use the information to identify documents in the first set
relevant to the query and documents in the second set
relevant to the query.

Another aspect of the disclosure can be embodied in a
data storage system that includes a plurality of leaf com-
puting devices in a distributed system, and a root computing
device in communication with the plurality of leaf comput-
ing devices. At least one of the leaf computing devices may
include memory configured in arrays, at least some of the
memory being fast-access memory, and at least some of the
memory being disk memory. The at least one leaf computing
device may also include processors for accessing the
memory and processing posting lists stored in the memory,
each array being accessible at least to one or more proces-
sors of the at least one leaf computing device. The memory
may store documents assigned to the at least one leaf
computing device, document-sharded posting lists for terms
appearing in or associated with a first set of the documents,
the document-sharded posting lists being stored in the
fast-access memory. The memory may also store term-
sharded posting lists for terms appearing in remaining
documents (e.g., not in the first set), the terms being assigned
to respective leaf computing devices of the plurality of leaf
computing devices regardless of the leaf computing device
assignment of documents in which the terms appear, the
term-sharded posting lists being stored primarily in the disk
memory.

The data storage system can include one or more of the
following features. For example, a document portion of the
term-sharded posting lists may be pre-split into groups, each
group being associated with a respective leaf computing
device of the plurality of leaf computing devices, and the
root computing device may include at least one processor;
and memory storing instructions that, when executed by the
at least one processor, cause the root computing device to
perform operations. The operations include receiving a
query, the query including a first term and a second term, the
second term being term-sharded, and retrieving the posting
list for the second term from a second leaf computing device
of the plurality of leaf computing devices, the second leaf
computing device being associated with the second term.
The operations also include determining, based on the
groups appearing in the posting list for the second term, a set
of'leaf computing devices to which documents in the posting
list for the second term appear, sending a request to the set
of leaf computing devices to determine documents respon-
sive to the query, and generating a search result from
responses received from responses to the request.

As other examples, terms in the term-sharded posting list
can be stored in the fast-access memory when the terms meet
a term-popularity threshold, a particular term can have at
least one document-sharded posting list and one term
sharded posting list, terms failing to meet a minimum
posting list length may be included in term-sharded posting
lists rather than document-sharded posting lists, and/or
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terms that meet a term popularity threshold that appear in the
remaining documents may be stored in the fast-access
memory.

Another aspect of the disclosure can be embodied in a
computer-implemented method that includes receiving,
using at least one processor of a root node in a distributed
environment, a query having a first term and a second term,
determining, using the at least one processor of the root
node, that the first term is term-sharded, and retrieving a
term-sharded posting list for the first term from a first leaf
node that stores the term-sharded posting list, the first leaf
node being one of a plurality of leaf nodes in the distributed
environment. The method may also include determining,
using the at least one processor of the root node, a second
leaf node from the plurality of leaf nodes that stores a
document-sharded posting list for the second term; sending
the second term and a sub-set of documents from the
term-sharded posting list (e.g., document identifiers in the
term-sharded posting list) to the second leaf node, the
sub-set being documents assigned to the second leaf node;
and generating a search result using a response received
from the second leaf node.

The method can include one or more of the following
features. For example, the method may also include deter-
mining a third leaf node from the plurality of leaf nodes that
stores a document-sharded posting list for the second term,
sending the second term and a second sub-set of documents
from the term-sharded posting list (e.g., documents identi-
fiers in the term-sharded posting list) to the third leaf node,
the sub-set being documents assigned to the third leaf node,
aggregating, using the at least one processor of the root
node, results from the second leaf node and the third leaf
node, and generating the search result using the aggregated
results. As another example, the term-sharded posting list
may include, for a document identified in the term-sharded
posting list, an indication of a leaf node from the plurality of
leaf nodes that the document is associated with. As another
example, determining that the first term is term-sharded may
include determining that the first term appears in fewer
documents than the second term. In some implementations,
the second leaf node may score documents included in the
response prior to sending the response to the root node.

In some implementations, the term-sharded posting list is
a first term-sharded posting list and the query has a third
term and the method may further include determining, using
the at least one processor of the root node, that the third term
is term-sharded, retrieving a second term-sharded posting
list for the third term from a third leaf node that stores the
second term-sharded posting list, the third leaf node being a
different one of the plurality of leaf nodes in the distributed
environment than the first leaf node, and aggregating, using
the at least one processor of the root node, the first term-
sharded posting list and the second term-sharded posting list
to generate the sub-set of documents (e.g., document iden-
tifiers), so that the sub-set of documents includes documents
from the first term-sharded posting list and the second-term-
sharded posting list. In some such implementations the
method may also include performing lightweight scoring on
documents identified in the first term-sharded posting list
and the second term-sharded posting list prior to sending the
sub-set of documents to the second leaf node.

Another aspect of the disclosure can be embodied in a
method that includes receiving, using at least one processor
of a first leaf node in a distributed environment, updates to
a hybrid-sharded index, the hybrid-sharded index including
document-sharded posting lists and term-sharded posting
lists and generating, using the at least one processor of the
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first leaf node that received an update, replacement posting
lists, and change information for a respective second leaf
node. The method may also include dividing the replace-
ment posting lists into portions, a portion having associated
change information and being associated with a respective
one of the second leaf nodes and sending the portions to
respective second leaf nodes. At a particular leaf node of the
second leaf nodes, the method may include merging, using
at least one processor of the particular leaf node, a received
portion into an updated posting list portion, swapping the
updated posting list portion into memory, and, during the
swap, using the change information and the updated posting
list portion to respond to a query with an older version of the
hybrid-sharded index.

The method may include one or more of the following
features. For example, the change information can include
an inverse translation table and the inverse translation table
may translate new document identifiers to old document
identifiers. As another example, the updated posting list
portion can include the change information and the change
information can include a delete list and an insert list. In
some implementations, the method may include ceasing to
use the change information when the swap is complete. In
some implementations, the dividing can include determining
whether a document in the update is in a first set of
documents or in a second set of documents, and when the
document is in the first set, generating the replacement
posting list as a document-sharded posting list, wherein the
replacement posting list is an updated posting list, and when
the document is in the second set, generating the replace-
ment posting list as a term-sharded posting list and perform-
ing the dividing, sending, and merging.

Some implementations of the method may include storing
the change information in persistent memory, so that a
version of the change information is stored for a period for
a batch update and recovering a prior version of the hybrid-
sharded index using the stored change information. In some
implementations, using the change information includes
translating local document identifiers in the updated posting
list portion to local identifiers for the prior version.

Another aspect of the disclosure can be embodied in a
system that includes distributed computing devices repre-
sented as leaf nodes and a root node and an index of
documents, the index being distributed across the leaf nodes,
the documents being assigned to respective leaf nodes. A
first leaf node of the leaf nodes can include memory storing
document-sharded posting lists for some or all terms asso-
ciated with documents in a first set of documents that are
assigned to the first leaf node, and memory storing term-
sharded posting lists for terms assigned to the first leaf node
without regard to leaf node assignments for documents
identified in the term-sharded posting lists. The first leaf
node also includes at least one processor and memory
storing instructions that, when executed by the at least one
processor, cause the first leaf node to perform operations
including receiving an update for documents assigned to the
first leaf node, determining that the update affects the at least
one document-sharded posting list and, responsive to the
determining, generating an updated document-sharded post-
ing list for the at least one document-sharded posting list.
The operations may also include determining that the update
affects at posting list for a term assigned to a second leaf
node, the term being associated with documents in a second
set of documents that are assigned to the first leaf and not in
the first set of documents. Responsive to the determining,
the operations may include generating change information
for the documents associated with the term, generating an
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updated term-sharded posting list for the term, and provid-
ing the change information and the updated term-sharded
posting list to the second leaf node.

The system may include one or more of the following
features. For example, the term assigned to the second leaf
node is a first term and the instructions further include
instructions that, when executed, cause the first leaf node to
receive an updated term-sharded posting list portion for a
second term from a third leaf node, the second term being
assigned to the first leaf node and receive an updated
term-sharded posting list portion for the second term from a
fourth leaf node. The instructions may further include
instructions that cause the first leaf node to merge the
updated term-sharded posting list portion from the third leaf
node with the updated term-sharded posting list portion from
the fourth leaf node to generate a new term-sharded posting
list for the second term and use the new term-sharded
posting list for the second term in responding to queries. In
some such implementations, as part of using the new term-
sharded posting list for the second term, the instructions
further include instructions that, when executed, cause the
first leaf node to apply change information for the portion
from the fourth node and the portion from the third leaf node
to the new term-sharded posting list so that the first leaf node
responds to at least some queries with a current version of
the term-sharded posting list. The change information may
include an inverse translation table and the inverse transla-
tion table translates new document identifiers to old docu-
ment identifiers.

As another example, as part of using the new term-
sharded posting list for the second term, the instructions may
further include instructions that, when executed, cause the
first leat node to swap the new term-sharded posting list into
memory in portions and, during the swap, apply change
information for the portion from the fourth leaf node and
change information for the portion from the third leaf node
to the new term-sharded posting list so that the first leaf node
responds to a query with a prior version of the term-sharded
posting list. In some such implementations, applying the
change information occurs for a majority of queries until the
first leatf node notifies the root node that the swap is
complete and after swapping the new term-sharded posting
list into memory and prior to notifying the root node, the first
leaf node responds to a plurality of queries using the new
term-sharded posting list without applying the change infor-
mation. As another example, the instructions further include
instructions that, when executed, cause the first leaf node to
perform the merging when it is determined that a current
version of the term-sharded posting list for the second term
is stored in slower access memory.

In some implementations, determining that the update
affects the posting list for the term assigned to the second
leaf node includes determining that the update affects a
document that is not in the first set of documents, determin-
ing that the term is associated with the document, and
determining that the term fails to meet a popularity thresh-
old. In some such implementations, determining that the
update affects the posting list for the term assigned to the
second leaf node further includes determining that the term
is assigned to the second leaf node by applying a function to
an identifier for the term. In some implementations, the
updated term-sharded posting list may include an identifier
for the first leaf node.

Another aspect of the disclosure may be embodied in a
system that includes distributed computing devices repre-
sented as leaf nodes and a root node and an index of
documents, the index being distributed across the leaf nodes,
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the documents being assigned to respective leaf nodes. A
first leaf node of the leaf nodes can include memory storing
document-sharded posting lists for some or all terms asso-
ciated with documents in a first set of documents that are
assigned to the first leaf node and memory storing term-
sharded posting lists for terms assigned to the first leaf node
without regard to leaf node assignments for documents
identified in the term-sharded posting lists. The first leaf
node may also include at least one processor and memory
storing instructions that, when executed by the at least one
processor, cause the first leaf node to receive an update for
documents in the first set of documents and, responsive to
the receiving, update at least some of the document-sharded
posting lists, receive an updated term-sharded posting list
portion for a first term from a second leaf node, the first term
being assigned to the first leaf node, receive an updated
term-sharded posting list portion for the first term from a
third leaf node, and generate a new term-sharded posting list
for the first term using the portion from the third leaf node
and the portion from the second leaf node.

The system may include one or more of the following
features. For example, generating the new term-sharded
posting list can include concatenating the portion from the
second leaf node and the portion from the third leaf node
with a portion generated by the first leaf node. As another
example, generating the new term-sharded posting list may
further include receiving change information from the sec-
ond leaf node for the portion from the second leaf node and
concatenating the change information to the end of the
portion from the second leaf node, so that the portion from
the second leaf node includes the change information. In
some implementations, the portion from the second leaf
node includes an identification of the second leaf node that
is retained in the new term-sharded posting list.

Another aspect of the disclosure can be embodied on a
computer-readable medium having recorded and embodied
thereon instructions that, when executed by a processor of a
computer system, cause the computer system to perform any
of the methods disclosed herein.

One or more of the implementations of the subject matter
described herein can be implemented so as to realize one or
more of the following advantages. As one example, the
hybrid system obtains the right tradeoff between 1/O opera-
tions, network traffic, and computation by overlaying term-
sharded posting lists over the same leaves as the doc-sharded
posting lists. Some implementations may also use the infor-
mation generated during an update to recover from failures,
enhancing the system reliability and the system availability.
For example, each leaf in the distributed index may be able
to apply updates to its posting lists independently of other
leaves and verify the updated index before putting the
updated index into use.

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
Other features will be apparent from the description and
drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an example system in accordance with
the disclosed subject matter.

FIG. 2 illustrates an example flow diagram of query
processing in a hybrid-sharded, distributed inverted index.

FIG. 3 illustrates an example of update information that
can be used to update term-sharded posting lists in a
hybrid-sharded, distributed, inverted index.
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FIG. 4 illustrates a flow diagram of an example of a
process for updating a hybrid-sharded, distributed inverted
index.

FIG. 5 illustrates an example shuffle of updated term-
sharded posting lists.

FIG. 6 illustrates an example of a merged term-sharded
posting list.

FIG. 7 illustrates an example process for swapping old
term-sharded posting lists for new term-sharded posting lists
as part of an update of a hybrid-sharded, distributed inverted
index.

FIG. 8 shows an example of a computer device that can
be used to implement the described techniques.

FIG. 9 shows an example of a distributed computer device
that can be used to implement the described techniques.

Like reference symbols in the various drawings indicate
like elements.

DETAILED DESCRIPTION

Indexes for large repositories can be divided or sharded
into smaller portions and distributed amongst many com-
puting devices. Each portion may correspond to a single
computing device or may be a logical view of a computing
device (and, e.g., itself partitioned or co-located with other
portions). The computing device, whether physical or logi-
cal, may be referred to as a leaf node. A document-sharded
index divides the documents of the repository amongst the
leaves, assigning a document to a leaf and storing posting
lists for the terms found in the document on the same leaf as
the document. Thus, because a particular term may have a
posting list on each leaf, at query time the query server, or
root, looks at each leaf to determine which documents
contain a query term. This increases input/output operations,
so such indexes may generally store the posting lists in fast
memory, such as RAM or flash, to improve query response
latency, although some posting lists may be stored in disk.
On the other hand, although term-sharded indexes may still
divide documents amongst leaves, the posting lists for the
terms contained in a document need not be on the same leaf
as the document. Instead, term-sharded indexes generally
assign a term to a leaf, so that the entire posting list for the
term can be accessed at one leaf. At query time, the leaf to
which a particular term is assigned may contact other leaves,
where the documents are stored, to generate search results
for a query that includes the particular term. Thus, term-
sharded indexes increase network traffic. Some term-
sharded indexes store the posting lists in a tiered structure so
that some posting lists are stored in disk, some in flash, and
some in RAM, etc. For example, rare terms with small
posting lists (e.g., a small number of documents that include
the term) may be stored on disk. Terms appearing in a
moderate amount of documents may be kept in flash, and the
terms appearing in many documents may be kept in RAM.
At query time, for small posting lists, the query server can
generally access one leaf per query term and get the entire
posting list for that term. However, as the documents iden-
tified in the posting list are not necessarily stored on the
same leaf, the posting lists and/or document information is
communicated between the leaves to obtain search results.
Furthermore, index updates can be complex because one
updated document may result in posting list updates at
multiple leaves.

Disclosed implementations may combine a document-
sharded index with a term-sharded index, balancing 1/O
operations with network traffic. Such a hybrid-sharded index
may divide documents into base documents and extended
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documents. Base documents may be optimized for network
traffic, and the remaining documents may be extended
documents. At indexing time the system may split the
posting list assignments based on the document in which
they appear. In general, terms appearing in base documents
may be document-sharded and stored on the same machine
that the document is assigned to while posting lists for
extended documents may be stored on a machine that differs
from the machine to which the document is assigned. A
system using such a hybrid-sharded index may coordinate
the update of document-sharded portions of the index with
term-sharded portions. Some implementations may also
include an update process that allows the system to continue
serving queries during index updates by allowing a leaf to
choose the version of the document to serve at query time.
FIG. 1 is ablock diagram of a distributed indexing system
100 in accordance with an example implementation. The
system 100 may be used to implement a distributed index
and search system using the techniques described herein.
The depiction of system 100 in FIG. 1 is described as an
Internet-based search engine with an inverted index having,
by way of example, terms as key-values and lists of docu-
ment identifiers as non-key values. Documents may include
any type of files with content, including web pages, PDF
documents, word-processing documents, images, sound
files, JavaScript files, etc. Other network configurations and
applications of the described technology may be used. For
example, the search engine may be used to search local
documents, content stored on portable devices, or docu-
ments available through other technologies. The search
system 100 may receive queries 182 from a client device 170
and return search results 184 in response to the queries. Each
query 182 is a request for information. Query 182 can be, for
example, text, audio, images, or scroll commands. The
search system 100 may include indexing engine 110, query
engine 120, and index serving cluster 160. Indexing engine
110, query engine 120, and index serving cluster 160 may be
computing devices that take the form of a number of
different devices, for example a standard server, a group of
such servers, or a rack server system. In some implemen-
tations, indexing engine 110 and query engine 120 may be
a single system sharing components such as processors and
memories. In addition, indexing engine 110 and query
engine 120 may be implemented in a personal computer, for
example a laptop computer. In some implementations, the
indexing engine 110, the query engine 120, and the index
serving cluster 160 may be distributed systems implemented
in a series of computing devices, such as a group of servers.
In some implementations, the servers may be organized into
a tree structure, with at least a root server 120 and leaf
servers 150A to 150z. In some implementations (not
shown), the tree may include intermediate servers, so that
there are one or more layers between the root 120 and the
leaf servers 150A to 1507z. The indexing engine 110, the
query engine 120, and index serving cluster 160, may be
examples of computer device 900, as depicted in FIG. 9.
The search system 100 illustrated in FIG. 1 operates over
a large corpus of documents, such as the Internet, but can
likewise be used in more limited collections, such as a
library of a private enterprise. In either context, documents
are typically distributed across many different computer
systems and sites, for example websites 190. Regardless of
where each document is located, system 100 may assign
each document an identifier, for example a hash of a URL,
that uniquely identifies the document. The unique identifier
may be known as a global document identifier. Indexing
engine 110 can crawl the contents, for example documents,
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of the web servers to locate newly added content, deleted
content, and modified content. When indexing system 110
identifies content, it may use this information to update the
search index by creating an index update file 130. Indexing
engine 110 may transmit the index update file 130 to the
indexing serving cluster 160 so that the system 100 can
update the index, as will be explained in more detail below
with regard to FIGS. 4-7.

Indexing engine 110 can include one or more processors
configured to execute one or more machine executable
instructions or pieces of software, firmware, or a combina-
tion thereof to create index update files 130. For example,
the indexing engine 110 may receive information from
websites 190 regarding new, updated, and deleted docu-
ments. The indexing engine 110 may assign documents
obtained from websites 190 to one of leaf 150A to 150z.
Websites 190 may be any type of computing device acces-
sible over the Internet. In some implementations, the assign-
ment may be based on a global document identifier, although
other criteria can be used. The indexing engine 110 may
generate a list of documents deleted and a list of new
documents. An update to a document may be considered a
deletion followed by an insertion. Thus, a document appear-
ing on the document delete list and on the document insert
list may be considered an updated document. In some
implementations the indexing engine 110 may generate one
index update file 130 per leaf, so that each leaf receives an
update file for the documents assigned to it. In some
implementations (not shown) the indexing engine 110 may
generate one index update file 130 and the query server 120
may divide the file into several files, one per leaf. The index
update file 130 for a leaf may include a list of documents to
delete and a list of documents to insert. The documents may
be identified in the lists by their global document identifier.
In some implementations, the index update file 130 may also
include posting lists and scoring information for the docu-
ments on the insert list. The index update file 130 may also
include other information, such as sort keys and attachment
data, etc. In other words, the index update file 130 may
include any data or information needed to update a given
document on a given leaf, whether deleted, inserted, or
updated. Although not shown in FIG. 1 for the sake of
brevity, in some implementations, the indexing engine 110
may be one or more separate computing devices.

Like indexing engine 110, query engine 120 may include
one or more servers that use the index serving cluster 160 to
identify search results for queries 182, for example, using
conventional or other information retrieval techniques.
Query engine 120 may also be referred to as the root and
may include one or more servers that receive queries 182
from a requester, such as client 170. The query engine 120
may also work with index serving cluster 160 to identify
documents responsive to the query, and provide information
from the responsive documents as search results 184 to the
requester. Search results 184 may include information iden-
tified from doc-sharded posting lists and term-sharded post-
ing lists. For example, the query engine 120 may work with
index serving cluster 160 to identify documents responsive
to the query from one or more of leaf 150A, leaf 150B, leaf
150n, etc. The query engine 120 may include a ranking
engine that calculates scores for the documents responsive to
the query, for example, using one or more ranking signals.
The ranking engine may rank the documents found respon-
sive to the query using the scores.

System 100 may also include an index serving cluster
160. Index serving cluster 160 may be a collection of
distributed computing devices each with its own processor
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and memory. The number of computing devices that com-
prise index serving cluster 160 can vary. The index serving
cluster 160 may be divided into one or more leaf nodes, such
as leaf 150A, leaf 150B, leaf 150%, with n representing any
integer. A leaf node may be a logical division of documents
in the corpus, with each document being assigned to a leaf
node. Thus, a leaf node may correspond to one computing
device, or a leat node may be a logical computing device and
may share a physical computing device with other leaves. In
some implementations, a document’s assigned leaf may
change when the document is updated, making leaf assign-
ments flexible. The root 120 or the indexing engine 110 may
determine which documents are assigned to each leaf. The
root 120 may route query requests to the leaf nodes and act
as the primary means of communication between the leaves
at query serving time. In addition to the leaf nodes, the index
serving cluster 160 may include one or more layers of nodes
between the root node 120 and the leaf nodes, but are not
shown in FIG. 1 for the sake of brevity. Thus, for example,
an intermediate node may be associated with, for example,
20 leaf nodes. The intermediate node may be connected
directly to the root, or there may be one or more additional
layers between the intermediate node and the root node.
Thus, although FIG. 1 shows communications directly
between the root and leaf nodes, it is to be understood that
intermediate node(s) may be used to direct communications
and aggregate results using known methods, such as remote
procedure calls. The root, intermediate, and leaf nodes that
make up the tree may, collectively, be referred to as the
index.

Each of the leaf nodes that make up index serving cluster
160 can include document-sharded posting lists 152 and
term-sharded posting lists 154. Because the posting lists on
each leaf 150 are both document-sharded and term-sharded,
the system 100 may be referred to as hybrid-sharded. Each
leaf 150 may also include documents 151. Documents 151
may be documents assigned to the leaf node. In some
implementations document assignment may be a function of
a global document identifier for the document. The system
100 may assign a document to a leaf using any method,
including round-robin assignment, modulation of the global
document identifier, or ranges of the global document iden-
tifier. The documents 151 may be stored in memory con-
figured to store one or more pieces of data, either tempo-
rarily, permanently, semi-permanently, or a combination
thereof. The memory may include any type of storage device
that stores information in a format that can be read and/or
executed by a processor, including volatile memory, non-
volatile memory, or a combination thereof. The documents
151 may be processed, encoded, and scored information for
documents from websites 190, rather than a copy of the
actual documents.

Document-sharded posting lists 152 may generally rep-
resent terms from documents 151 that are considered base
documents. Base documents are documents the system 100
optimizes for network traffic rather than I/O operations. In
some implementations, document-sharded posting lists 152
may be stored in fast-access memory, such as RAM, flash,
cache, etc., to minimize query latency, although not all
posting lists need be stored in fast-access memory. The root
120 may store a list 142 of documents that are base docu-
ments. The root 120 may also keep a list 144 of terms that
are term-sharded, of terms that are document-sharded, or a
list for both terms that are term-sharded and terms that are
document-sharded. Terms may be single words, n-grams,
multiple word phrases, or other word patterns; and likewise
restricts (e.g., “is_English™, can be treated like terms).
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In some implementations, a subset of terms from
extended documents are term-sharded. For example, the
uncommon terms from extended document are term
sharded. For example posting lists for the uncommon terms
can be stored on a device remote from an extended docu-
ment having the respective term. Such posting lists can be
stored, e.g., on disk. The posting lists for common terms
from extended documents can be stored locally, e.g., on the
same device as the respective document in which it occurs.
Such posting lists can be stored, e.g., in flash memory or
RAM. Accordingly, in some embodiments, the system can
include a single posting list for each of at least some
uncommon terms. The post listing is stored on a single
device based on term-sharding. The system can also include
multiple posting lists for each of at least some common
terms. For example, one such posting list on each device so
that the posting list is co-located on the same device as the
documents that it references.

In some implementations the root 120 may be capable of
determining which leaf a term is assigned to. In implemen-
tations where list 144 is a term-sharded terms list, the list
144 may indicate which leaf a term is assigned to. In other
implementations, the term assighment may be a function of
an identifier for the term, similar to the assignment of
documents to leaves. Thus, each leaf node includes term-
sharded posting lists 154 for terms assigned to the leaf. The
term-sharded posting lists may be stored in a tiered-struc-
ture, such that some of the posting lists may be stored in
RAM, some in flash, and the majority on disk. Each leaf may
determine the tier associated with a term. In some imple-
mentations, terms that appear in over a first predetermined
number of documents are assigned to flash, and terms that
appear in over a second predetermined number of docu-
ments are assigned to RAM, where the second predeter-
mined number is larger than the first predetermined number.
In some implementations, terms that appear in over the
second predetermined number of documents are both docu-
ment-sharded and term sharded. For example, the system
100 may create two posting lists for the term. The first
posting list may include a subset of the documents that the
term appears in, the number of documents in the subset
being less than the first predetermined number of docu-
ments. This first posting list may be stored on disk and may
be term-sharded, or assigned to a particular leaf. The second
posting list for the term may be document sharded, so that
each leaf that includes a document having the term also has
a posting list for that term. Thus, the first posting list may
represent an incomplete portion of the posting list for the
term, and the entirety of the posting list may be represented
by the second posting lists, which are spread across multiple
leaves. In some implementations, the second posting lists
may be stored in RAM or Flash on a particular leaf node.

Term-sharded posting lists may have a format such as the
format shown in FIG. 1. For example, for a term T1, the
posting list may be pre-split by leaf, so that the posting list
includes an indication of which leaf each document identi-
fier belongs to. In the example of FIG. 1, term T1 includes
documents assigned to three leaves—I.1, [.2, and [.3. Docu-
ments d1 and d35 are assigned to L1, documents d53, d67,
and d99 are assigned to 1.2, and document d161 is assigned
to L3. In some implementations, the document identifiers of
posting list 154 may be local document identifiers. For
example, each leaf may assign a local document identifier to
documents stored on the leaf. In some implementations, the
local identifiers may be assigned sequentially, starting with
1. In some implementations, the documents may be sorted,
so that identifiers are assigned sequentially to the sorted
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documents. The local identifier may be smaller than the
global identifier assigned to a document, thus saving space
in the index.

Leaf nodes 150 may also include translation tables 156
and delta files 158. Translation tables 156 may be generated
during an index update and used at query time to allow the
leaf to determine whether to serve the query a current
version of a document or an updated version of the docu-
ment. For example, at indexing time the indexing engine 110
may update a batch of documents from a portion of the
index. Some of the updated documents may be base docu-
ments whose terms are generally document-sharded while
the other documents may be extended documents whose
terms are generally term-sharded. Thus, the batch of docu-
ments updated affects posting lists on multiple leaves in the
distributed system 100. The updates may be sent to appro-
priate leaves, as part of index update files 130, so that if a
document is inserted, updated, or deleted, the leaf to which
the document is assigned receives an update file 130. To
minimize or even eliminate unavailability time for any
particular portion of the index, the system may allow queries
to execute while the update is taking place. However, a
query should be executed against the entirety of a document
version or not executed against it at all to maintain document
atomicity. Thus the system 100 may coordinate updates
between the doc-sharded posting lists 152 and the term-
sharded posting lists 154 on each leaf, as well as allow a leaf
to decide which version of the document to use.

To accomplish document atomicity, the leaves, at query
time, may use a change information file that enables the leaf
to choose the prior version of the document or the new
version. The change information file, also referred to as a
delta file 158, may be created during the update process and
include a translation table 156. As explained above, each
leaf may assign a local document identifier to documents
stored on the leaf sequentially, starting with 1. Because
documents may be deleted or added to the leaf with each
update, the local identifier of a document may change with
each update. To account for this, each leaf may have a
translation table 156 for an update, which maps old local
document identifiers to new local document identifiers or
vice versa, so that during an update a leaf may choose which
version of the document to use in responding to a query. The
translation table 156 may be either a forward (e.g., old to
new) or inverse (e.g., new to old) translation. FIG. 3
illustrates an example of a forward translation table and an
inverse translation table for an update on a particular leaf
150i. FIG. 1 shows document-sharded posting lists 152,
term-sharded posting lists 154, translation table 156, and
documents 151 for Leaf 1507 only for the sake of brevity,
and it is understood that each leaf 150 can include each of
these components. Furthermore, it is to be understood that
the hybrid-sharded index includes the posting lists associ-
ated with each of leaves 150A to 150x.

Indexing system 110 may be in communication with
websites 190 and query engine 120 may be in communica-
tion with client(s) 170 over network 180. Network 180 may
be for example, the Internet or the network 180 can be a
wired or wireless local area network (LAN), wide area
network (WAN), etc., implemented using, for example,
gateway devices, bridges, switches, and/or so forth. Via the
network 180, the indexing system 110 and the query engine
120 may communicate with and transmit data to/from web-
sites 190 and clients 170.

FIG. 2 illustrates an example flow diagram of query
processing in a hybrid-sharded, distributed inverted index.
The process shown in FIG. 2 may be performed at least in
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part by a query server, such as query engine 120 shown in
FIG. 1, and one or more serving clusters, such as index
serving cluster 160 shown FIG. 1. In the example of FIG. 2,
the query may include two terms, T1 and T2, where T2 is
found in fewer documents than T1. As shown in the example
of FIG. 2, at query serving time a query server, or root, may
obtain the two query terms (205). The root may be in direct
communication with the leaves, or the root may be in
indirect communication with the leaves through intermedi-
ate servers. For example, in some systems the indexing
serving cluster may be a tree with one or two levels between
the root and the leaf nodes. The intermediate nodes at the
intermediate levels may pass communications from the root
node to the leaves and may aggregate any results from the
leaves before forwarding to the root. For the sake of brevity,
FIG. 2 does not illustrate intermediate nodes, but implemen-
tations are understood to include such nodes.

The root node may obtain any term-sharded posting lists
first, to obtain the list of documents for terms that appear in
fewer documents. The root may include a list of term-
sharded query terms or a list of document-sharded query
terms. In some implementations, documents not included in
the list of document-sharded query terms may be assumed to
be term-sharded, and vice versa. The root node may be
capable of determining an approximate number of docu-
ments that include the term. For example, the list may also
include an indication of the number of documents that
include the term, the indication being an approximation or
an exact number. In some implementations, the tier assign-
ment of a term may be the indication, so that terms assigned
to a disk tier appear in fewer documents than a term assigned
to a flash tier, and terms assigned to a flash tier appear in
fewer documents than terms assigned to a RAM ftier, etc.
Thus, the root may determine term-sharded query terms and,
in some implementations, terms with short posting lists
(210). In the example of FIG. 2, query term T2 is term-
sharded and has a smaller posting list. Thus, the root node
may send a request 270 for the posting list of T2 to the leaf
node to which T2 is assigned (215). In the example of FIG.
2, this is Leaf 2. Leaf 2 may receive the request and obtain
the posting list for T2. (220). As indicated above, the posting
list for T2 may be pre-split by leaf, so that each document
in the posting list is associated with a leaf, with all docu-
ments assigned to the same leaf grouped together. Leaf 2
may send a response 275 that includes the posting list back
to the root (225). In some implementations, the posting list
may include one or more delta files, if an update is in
progress. A delta file includes information that enables the
leaf assigned to a document to determine which version of
the document to serve, as will be discussed in more detail
below. The root may receive the response with the posting
list from L2 (230). If the root requested other term-sharded
posting lists, the root may aggregate the information from
the returned posting lists, do some lightweight scoring,
divide the aggregated information into leaf-specific requests,
and send the requests to appropriate leaves (235). Aggrega-
tion may involve dividing the posting lists into leaf-specific
groups and performing a union or intersection on the docu-
ment identifiers in each group, depending on the query. In
some implementations the posting lists may be pre-split into
leaf-specific groups. For example, the posting list of the
hybrid-sharded index may include a leaf identifier, so that
each document is assigned to a leaf within the posting list.
In the example of FIG. 2, the posting list for T2 includes
documents assigned to leaves L1, L3, and L7. In some
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implementations, the document identifiers are local docu-
ment identifiers assigned by the leaf, rather than a global
document identifier.

After receiving the response 275, the root knows which
documents are responsive to the more rare term, T2, based
on the returned term-sharded posting list. In the example of
FIG. 2, the query requests that both terms appear in the
document. Thus, the root may use the posting list from Leaf
2 to reduce the number of leaves contacted to obtain the
posting list for the document-sharded term T1. For example,
the root may determine groups of documents from the
term-sharded posting list, determine which leaf is assigned
to the documents in each group, and send a request 280 to
those leaves. The root node may determine that Leaf 3 is a
node that should receive a request and send the request 280
to Leaf 3 (240). Leaf 3 may be chosen because it is assigned
to documents that appear in the posting list for T2 returned
from Leaf 2. Of course other leaves, such as Leaf 1 and Leaf
7 may also receive a request. In addition to the document
identifiers found in the term-sharded posting lists, the
request 280 may also include a request to search for docu-
ments that include query term T1. Leaf 3 may obtain the
document-sharded posting list for T1 (240). The intersection
may generate result documents that are responsive to both
T1 and T2. In some implementations, the leaves may use a
skip table to efficiently identify the documents common to
both posting lists. In some implementations, Leaf 3 may
apply a delta file to determine which documents are result
documents. A delta file is created during an index update and
includes information that allows the leaf to convert the
updated index back to the older version of the index, as will
be explained below in more detail. Using the delta file a leaf
may continue to serve queries during an update. When the
update is complete, the leaf may ignore any delta files and
serve queries without converting the index back to the old
version. If no result documents are found (245, No), Leaf 3
may return an empty list to the root node or to an interme-
diate node, if one exists. If the intersection yields result
documents (245, Yes), the Leaf 3 may score the result
documents based on one or more scoring factors (250). Leaf
3 may perform a full-scoring of the documents because the
leaf has the scoring information stored at the leaf or provided
as part of the request 280. Leaf 3 may send a response back
to the root that includes the document(s) identified as
responsive to the query. The root may aggregate responses
it receives from additional leaves, for example Leaf 1 and
Leaf 7, and/or perform other scoring passes to refine the
search results. The root may then provide the responses to
the query requestor (255).

The query processing demonstrated in FIG. 2 optimizes
both I/O operations and network traffic. A document-sharded
index would ask every leaf to generate a response to the
query, requiring a high level of 1/O operations. A term-
sharded index may involve sending a request to fewer
leaves, but the leaves send numerous requests for informa-
tion to other leaves in order to obtain the information to
generate a search result. The hybrid-sharded index leaf
machine can be used to minimize /O operations and net-
work traffic by limiting the number of leaves that respond to
a query and allowing leaves to perform full scoring for
associated documents responsive to the query.

Updating a Hybrid-Sharded Index

Updates to a purely document-sharded index can be fairly
straightforward because updates for a particular document
affect one leaf, so no coordination between leaves is needed.
Some document-sharded indexes keep a spare leaf for index
updates. At indexing time, the system may use the spare leaf
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to construct new posting lists based on terms found in
documents assigned to a leat being updated. The system may
then notity the root node that the formerly spare leaf replaces
the leaf being updated. Thus, leaves in a purely document-
sharded index can easily swap in the new leaf and mark the
old leaf as the spare leaf. But such an update method does
not work for a hybrid-sharded index because updates to one
document affect posting lists on multiple leaves.

In some implementations, the search system 100 coordi-
nates index updates between leaves. At indexing time the
indexing engine may update a batch of documents from a
portion of the index. For example, the index may update the
documents assigned to a particular leaf. Some of the updated
documents may be base documents whose terms are gener-
ally document-sharded while the other documents may be
extended documents whose terms are generally term-
sharded. Thus, the batch of documents updated affects
posting lists on multiple leaves in the distributed system. In
some implementations the indexing engine may send
updates to the root node. The root node may separate the
updates by leaf, so that each leaf receives an update file, such
as update file 130 of FIG. 1. In some implementations the
indexing engine may generate multiple update files 130, one
for each leaf. To minimize or even eliminate unavailability
time for any particular portion of the index, the system may
allow queries to execute while the update is taking place. To
accomplish this and maintain document atomicity, meaning
a query should be executed against the entirety of a docu-
ment version or not executed against it at all, some imple-
mentations may coordinate updates between the doc-
sharded posting lists and the term-sharded posting lists, as
well as allow the leaves to decide which version of the
document to use. Accounting for updates at query time also
enhances recovery capabilities of the system by allowing a
portion of the index to serve queries from the updated index
before rolling in the entire index, as will be explained in
more detail below with regard to FIG. 7. This enables the
system to detect and correct errors that may otherwise crash
one or more leaves.

FIG. 3 illustrates a flow diagram of an example of a
process 300 for updating a hybrid-sharded, distributed
inverted index. Process 300 may be performed at a leaf node
of'an index serving cluster, such as index serving cluster 160
of FIG. 1. Prior to process 300, index updates may have been
divided by leaf, so that each leaf receives a portion of the
current update to the index. In some implementations, the
update may be for a batch of documents that represent some
portion of the total documents in the repository. Thus, the
update need not represent updates to every document of the
indexed corpus. The update file received by a leaf (305) may
be for documents assigned to the leaf. The update file may
include a list of documents to be deleted and a list of
documents to be inserted. The update file may also include
content for the documents to be inserted. The content may
have been processed, encoded, and scored by the indexing
engine. In some implementations the leaf may perform the
processing, encoding, and scoring of the content. The update
file may include the content or a pointer to the content, so
that the leaf node can access the content.

The leaf may assign local document identifiers to the
documents (310). The leaf may assign a local identifier to
documents currently assigned to the leaf that are on the
insert list or are not on the delete list. In other words, the leaf
may assign local identifiers to unchanged documents,
updated documents, and inserted documents. In some imple-
mentations, the local identifiers may be assigned sequen-
tially, starting with zero or 1. In some implementations, the
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documents may be sorted, so that identifiers are assigned
sequentially to the sorted documents. Because documents
may be deleted or added to the leaf with each update, the
local identifier of a document may change with each update.

FIG. 4 illustrates an example of update information that
can be generated as part of an update and used to update
term-sharded posting lists in a hybrid-sharded, distributed,
inverted index. FIG. 4 illustrates a portion of an update file
410 that includes a delete list and an insert list. The infor-
mation in update file 410 may be representative of informa-
tion found in index update file 130 of FIG. 1, although not
all information from update file 130 is shown in FIG. 4 for
the sake of brevity. The delete list may include documents
that have to be removed from the leaf or updated. The delete
list may include global document identifiers. The insert list
of' update 410 may include a sort field and global document
identifier of documents to be added to the leaf. In the
example of FIG. 4, document g3 is updated, document g4
deleted, and documents g7 and g8 are added. The leaf 150/
may currently have documents with local document identi-
fiers as shown in old index 405. The leaf may apply the
update 410 to the old index 405 to generate the new index
415. As demonstrated by FIG. 4, document g2 had local
document id 2 in the old index 405 but now has local
document id 3 in the new index 415. Document g3 received
a new sort order in the update 410 and now has local
document id 2.

As part of applying the update 410 to the old index 405,
the leaf may generate a translation table. The translation
table may map old local document identifiers to new local
document identifiers. The translation table may account for
changes in a document’s local identifier, so that the leaf may
continue responding to queries during the update. The leaf
may generate a forward translation table or an inverse
translation table or both. A forward translation table may
convert old local document identifiers to new local docu-
ment identifiers. In some implementations the forward trans-
lation table may take the form of table 420 of FIG. 4. The
table 420 of FIG. 4 indicates where in the new index 415 the
document has moved. For example, document g1, which has
local document identifier 1, did not move, so it has no entry
in table 420. Document g2, which had local document
identifier 2, moved up one in the new index, and now has a
local identifier of 3. Thus, the translation for g2 is +1, which
tells the leaf to add one to the old local document identifier
to calculate the new local document identifier. If a local
document identifier is not listed in the translation table it
may be assumed to have the translation factor of the next
lowest local document identifier. Thus, in table 420 local
document identifier 7 may be assumed to be local document
identifier 8 in the new index. Such a format enables the leaf
to keep the memory footprint of translation table small. The
leaf may also or alternatively generate an inverse translation
table 425. The inverse translation table 425 may convert new
local document identifiers to an old local document identi-
fier. In some implementations, the inverse translation table
may take the form of table 425 of FIG. 4. Like table 420,
table 425 may find the highest entry less than or equal to the
new document identifier and apply the translation. For
example, new local document identifier 8 may be mapped to
old document identifier 7 by applying the transformation of
-1, associated with new local document identifier 7 in
translation table 425.

Returning to FIG. 3, the leaf may generate a replacement
index and a delta file (315). The leaf may generate the
replacement index by merging the received update with the
current index information, using the new local document
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identifiers. The merge of updates may happen completely in
the document major space. A document major space is the
local document id space that would be created considering
all documents (base and extended) are fully document-
sharded. For example, given an existing index on Leaf i of
F0 and an update file U0, the replacement index will produce
F0' where F0' contains all terms and postings from F0 that
were not deleted and from U0, using the new local ids for the
documents in a given range of the global document identifier
space. The advantages of such a merge include enabling
creation of the replacement index by reading the existing
index and the delta file for Leaf i. Another advantage is that
the range of identifiers considered when inserting new
postings into existing posting lists is bounded by the number
of documents assigned to the leaf. Furthermore, because the
replacement index is complete, terms can easily be shifted
between tiers and data for any given term can be distributed
to term-sharded posting lists without concern for local id
because, for a given version of a given leaf, the local
identifiers are guaranteed to be correct.

As part of generating the replacement index, the leaf may
also generate a delta file. The delta file is change information
for the index and may include the translation table, a delete
list, and new posting lists. In general, change information
includes any information useful in converting an old version
of a posting list into a new version of the posting list or vice
versa.

With a replacement index generated, the leaf, for example
Leaf i may divide the replacement index into leaf portions,
including at least one document-sharded portion (320). For
example, terms appearing in documents that are base docu-
ments may generally be in posting lists stored on Leaf i.
These document-sharded posting lists do not need to be sent
to another leaf, regardless of whether the term is assigned to
another leaf. Terms that appear in all other documents may
be term sharded, and the posting lists may be stored on a leaf
other than Leaf i. Thus Leaf i may divide the term-sharded
posting lists according to the leaf a term is assigned to. For
example, if term T1 is assigned to Leaf A, and term T25 is
assigned to Leaf n, Leaf i may divide the replacement index
into a portion for Leaf A that includes the posting list of T1
and a portion for Leaf n that includes the posting list of term
T25. Of course, Leaf'i does not have the full posting list for
terms T1 or T25, but only the document identifiers of the
documents that include those terms and are assigned to Leaf
i

To generate the full term-sharded posting lists and achieve
the hybrid-sharded index structure, the leaf may send the
leaf portions to respective leaves and may receive portions
from other leaves. As indicated above, any document-
sharded posting lists may stay at the leaf while term-sharded
posting lists may be divided into portions, each portion
corresponding to a leaf. The leaf may append change infor-
mation associated with the documents in a portion to the end
of'the portion prior to sending the portion to its intended leaf.
The exchange of posting list portions between leaves in the
indexing cluster may be referred to as a shuffle. In some
implementations, the exchange may be accomplished by
writing the posting list portions to a memory location that
each leaf can access, with each leaf retrieving its assigned
portions from the memory location. In some implementa-
tions the leaves may send portions directly to other leaves.

FIG. 5 illustrates an example shuffle of updated term-
sharded posting lists. In the example of FIG. 5, Leaf 150A
has divided the term-sharded posting lists into three shown
portions, one that stays at Leaf 150A, one intended for Leaf
150B, and one intended for Leaf 150%. Likewise, Leaf 150;
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has posting lists destined for Leaf 150A, Leaf 150B, and
Leaf 1507. As shown, Term T1 is assigned to Leaf 150A, so
the documents that are assigned to Leaf 150i are in the
posting list for term T1 on Leaf 150i. Leaf 150 sends this
portion of the posting list to Leaf 150A. Although not
shown, Leaves 150B to 150» will also send any term-
sharded posting lists for term T1 to Leaf 150A. Similarly,
Leaf 150A and Leaf 150i both include posting lists for terms
T25 and T286, which are assigned to Leaf 150%. Thus, Leaf
150A and Leaf 150; will send respective portions to Leaf
150%. In addition to the posting list, each portion may also
include delta information, as shown in FIG. 5. The delta
information may enable the leaf sending the portion, at
query time, to choose which version of a document to use in
responding to a query. Although only four leaves are illus-
trated in FIG. 5, it is understood that the swap may involve
hundreds or even thousands of leaves.

Returning to FIG. 3, when a leaf has finished sending its
portions of the term-sharded posting lists, the leaf may begin
updating its index. For document-sharded posting lists (330,
Yes), the leaf may store the replacement portion in a spare
leaf in memory (335). The replacement portion represents a
full replacement of the current document-sharded posting
lists for the leaf. When the leaf is ready to start serving the
update, the leaf may tell the root to make the spare leaf the
active leaf. The leaf may time this notification with updates
for its term-sharded posting lists. For example, when the leaf
has received or obtained its associated term-sharded portions
from the other leaves, the leaf may begin swapping in the
next version of the term-sharded portion of the index.

For term-sharded posting lists (330, No), the leaf may
merge the posting lists received from the other leaves,
forming a complete posting list for a particular term (340).
FIG. 6 illustrates an example of a merged term-sharded
posting list. In the example of FIG. 6 Leaf 150A has received
or retrieved the portion of the posting list sent by Leaf 1507,
as shown in FIG. 5. Leaf 150A may merge its portion the
posting list for term T1 with the portion sent from Leaf 150i
and merge its portion of the posting list for term T34 with
the portion sent from Leaf 150i, etc. In some implementa-
tions the merge may simply be a concatenation of the
posting lists by term. Such a concatenated posting list
pre-groups the document identifiers by leaf, so that the
posting list itself indicates where the document is stored.
Furthermore, the posting list may contain the local docu-
ment identifiers, which have a smaller memory footprint
than global document identifiers.

In some implementations, the leaf may also append the
change information, generated during the creation of the
replacement index prior to the shufile, to the end of the
posting list. For example, the change information may be at
the end of the posting list, as illustrated in FIG. 6, or at the
end of document identifiers within the posting list. Thus,
during an update the posting list for a term may be under-
stood to include the change information. The change infor-
mation may be stored with the posting list and sent between
leaves at query time. The change information may enable a
leaf to serve a query using either the old version or the new
version of a document, as will be explained in more detail
below. After the update is complete the change information
may be ignored. In some implementations the change infor-
mation may only be appended to posting lists stored on
slower-access memory such as disk. This eliminates a sepa-
rate disk seek to obtain the change information. For posting
lists stored in faster-access memory the change information
may just be available for access with the posting list. The
change information may include an inverse translation table,

10

15

20

25

30

35

40

45

50

55

60

65

20

allowing a leaf to translate the new index into a prior
version. Thus, if the change information is ignored the
system will serving the new version of the index, and if the
change information is applied the system can serve the old
version of the index.

After a leaf generates complete posting lists for the terms
associated with the leaf, the system may begin swapping the
new index for the old (345). As mentioned above, for the
document-sharded terms, a leaf may have a copy of the
index in a spare leaf, ready for use. When the swap of
term-sharded posting lists is complete the leaf may provide
an indication that queries are to be served using the new
index. The indication may cause the leaf to stop applying the
change information to term-sharded posting lists and may
cause the root to use the replacement index in the spare leaf
and mark the old version of the document-sharded posting
lists as the spare leaf. Thus, the indication causes each leaf
to coordinate the updating of the document-sharded portions
of the index with the term-sharded portions. Because at
query serving time a particular leaf may receive the change
information with the term-sharded posting lists stored on
other leaves at query time, the particular leaf has the ability
to determine whether to apply the delta or not for the
documents assigned to the particular leaf. Thus, the leaves
can serve different versions of the repository with document
atomicity.

FIG. 7 illustrates an example process 700 for swapping
term-sharded posting lists as part of an update of a hybrid-
sharded, distributed inverted index. Process 700 may take
place at a leaf node as part of step 345 of FIG. 3. The leaf
node may employ two update paths, one for term-sharded
posting lists stored on disk or other forms of slower-access
memory, and one for term-sharded posting lists stored in
faster access memory, such as RAM, flash, cache, etc. In the
slower-access memory path (705, Yes), the leaf may select
one of the posting lists (710) and append the change infor-
mation file with an inverse translation table to the end of the
full posting list (715) that was concatenated from portions of
the posting list from other leaves. Adding the change infor-
mation allows the leaf to avoid an extra disk seek to fetch
this information when serving queries during the update.
The posting list, with the appended change information, may
then be loaded into memory and verified (720). For example,
the leaf may begin sending some of the query requests to the
updated posting list. This may enable the leaf to detect
problems with the update early on, before a failure that could
cause the leaf to crash. The leaf may then unload the old
posting list (725). The leaf may repeat this process for any
other posting lists stored in the slower-access memory (730,
Yes).

If the posting list is stored in faster-access memory (705,
No), the leaf node may divide the posting lists and their
corresponding change information into slices. In some
implementations, the leaf may divide the posting lists into
roughly 8 to 16 slices, each of which can be loaded inde-
pendently into memory. The leaf may determine the slices so
that the leaf knows which slice a particular term and
document identifier are assigned to. In some implementa-
tions, the leaf may load one slice and its corresponding
change information, or delta file, into memory. The slices
currently being served may remain in place, but the leaf may
begin sending query traffic to the new slice and its change
information because the change information allows the leaf
to convert the information in the new slice back to the old
information. In some implementations the system may begin
sending query traffic over slowly, monitoring for problems
or performing other verification processes. In this manner,
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the leaf may proceed as cautiously as needed to avoid
failures caused by the update. When the leaf is satisfied that
the loaded slice is working, the leaf may unload the old slice
(740). Although the old slice is unloaded, the leaf is still
converting the updated slice back to the old slice by applying
the delta file. The leaf may then repeat steps 735 to 745 with
a next slice (750, Yes) until all slices have been loaded (750,
No). In some implementations a leaf may perform the
slower-access memory process, steps 710 to 730, and the
faster-access memory process, steps 735 to 755 concur-
rently.

When all swapping is complete, for posting lists stored in
the slower and the faster access memory (760, Yes), the leaf
may perform additional verification (765). For example, the
leaf may allow some queries to use the updated repository,
i.e., by not applying the change information, to verify that
the leaf can retrieve certain documents. When verification is
complete, the leaf may notify the root that the swap is
complete begin using the updated posting lists by ignoring
the delta information for term-sharded posting lists and
using the spare leaf with the updated document-sharded
posting lists. In some implementations, the root may store a
flag or bit or some other indication of whether a leaf is
serving the old or updated version of the index. Thus, in
some implementations when a leaf has finished the swap, the
root may set or update the indicator for the leaf. After all
leaves have finished the swap, the update is complete.

If for some reason a leaf fails during an update, the change
information may be used to speed recovery of the index. For
example, in an implementation where the change informa-
tion files are sent to a shared memory location, the system
may write these files to persistent storage. In other imple-
mentations the leaf that produced the delta file or the leaf
that receives the delta file may store the file to persistent
storage. In other words, the system may keep the delta files
even if the system is no longer using the delta files. If a leaf
fails to produce its delta during an update, the remaining
leaves can proceed to process the rest of the updates and the
failed leaf can revert back to using the old version of the
index until the problem is resolved. If a leaf fails after the
shuflle, the leaf can re-request the delta files from persistent
storage. When the failed leaf knows the version it is cur-
rently serving, the failed leaf can apply one or more of the
stored delta files to recover the index to a point that will not
fail. In this manner, some implementations may use the
information generated during an update to recover from
failures, enhancing the system reliability and availability.

FIG. 8 shows an example of a generic computer device
800, which may be system 100, client 170, and/or a host of
websites 190 of FIG. 1, which may be used with the
techniques described here. Computing device 800 is
intended to represent various example forms of computing
devices, such as laptops, desktops, workstations, personal
digital assistants, cellular telephones, smart phones, tablets,
servers, and other computing devices, including wearable
devices The components shown here, their connections and
relationships, and their functions, are meant to be exemplary
only, and are not meant to limit implementations of the
inventions described and/or claimed in this document.

Computing device 800 includes a processor 802, memory
804, a storage device 806, and expansion ports 810 con-
nected via an interface 808. In some implementations,
computing device 800 may include transceiver 846, com-
munication interface 844, and a GPS (Global Positioning
System) receiver module 848, among other components,
connected via interface 808. Device 800 may communicate
wirelessly through communication interface 844, which may
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include digital signal processing circuitry where necessary.
Each of the components 802, 804, 806, 808, 810, 840, 844,
846, and 848 may be mounted on a common motherboard or
in other manners as appropriate.

The processor 802 can process instructions for execution
within the computing device 800, including instructions
stored in the memory 804 or on the storage device 806 to
display graphical information for a GUI on an external
input/output device, such as display 816. Display 816 may
be a monitor or a flat touchscreen display. In some imple-
mentations, multiple processors and/or multiple buses may
be used, as appropriate, along with multiple memories and
types of memory. Also, multiple computing devices 800 may
be connected, with each device providing portions of the
necessary operations (e.g., as a server bank, a group of blade
servers, or a multi-processor system).

The memory 804 stores information within the computing
device 800. In one implementation, the memory 804 is a
volatile memory unit or units. In another implementation,
the memory 804 is a non-volatile memory unit or units. The
memory 804 may also be another form of computer-readable
medium, such as a magnetic or optical disk. In some
implementations, the memory 804 may include expansion
memory provided through an expansion interface.

The storage device 806 is capable of providing mass
storage for the computing device 800. In one implementa-
tion, the storage device 806 may be or contain a computer-
readable medium, such as a floppy disk device, a hard disk
device, an optical disk device, or a tape device, a flash
memory or other similar solid state memory device, or an
array of devices, including devices in a storage area network
or other configurations. A computer program product can be
tangibly embodied in such a computer-readable medium.
The computer program product may also contain instruc-
tions that, when executed, perform one or more methods,
such as those described above. The computer- or machine-
readable medium is a storage device such as the memory
804, the storage device 806, or memory on processor 802.

The interface 808 may be a high speed controller that
manages bandwidth-intensive operations for the computing
device 800 or a low speed controller that manages lower
bandwidth-intensive operations, or a combination of such
controllers. An external interface 840 may be provided so as
to enable near area communication of device 800 with other
devices. In some implementations, controller 808 may be
coupled to storage device 806 and expansion port 814. The
expansion port, which may include various communication
ports (e.g., USB, Bluetooth, Ethernet, wireless Ethernet)
may be coupled to one or more input/output devices, such as
a keyboard, a pointing device, a scanner, or a networking
device such as a switch or router, e.g., through a network
adapter.

The computing device 800 may be implemented in a
number of different forms, as shown in the figure. For
example, it may be implemented as a standard server 830, or
multiple times in a group of such servers. It may also be
implemented as part of a rack server system. In addition, it
may be implemented in a personal computer such as a laptop
computer 822, or smart phone 836. An entire system may be
made up of multiple computing devices 800 communicating
with each other. Other configurations are possible.

FIG. 9 shows an example of a generic computer device
900, which may be system 100 of FIG. 1, which may be used
with the techniques described here. Computing device 900
is intended to represent various example forms of large-scale
data processing devices, such as servers, blade servers,
datacenters, mainframes, and other large-scale computing
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devices. Computing device 900 may be a distributed system
having multiple processors, possibly including network
attached storage nodes, that are interconnected by one or
more communication networks. The components shown
here, their connections and relationships, and their func-
tions, are meant to be exemplary only, and are not meant to
limit implementations of the inventions described and/or
claimed in this document.

Distributed computing system 900 may include any num-
ber of computing devices 980. Computing devices 980 may
include a server or rack servers, mainframes, etc. commu-
nicating over a local or wide-area network, dedicated optical
links, modems, bridges, routers, switches, wired or wireless
networks, etc.

In some implementations, each computing device may
include multiple racks. For example, computing device 980a
includes multiple racks 9584-958#n. Each rack may include
one or more processors, such as processors 952a-952x and
962a-962n. The processors may include data processors,
network attached storage devices, and other computer con-
trolled devices. In some implementations, one processor
may operate as a master processor and control the schedul-
ing and data distribution tasks. Processors may be intercon-
nected through one or more rack switches 958, and one or
more racks may be connected through switch 978. Switch
978 may handle communications between multiple con-
nected computing devices 900.

Each rack may include memory, such as memory 954 and
memory 964, and storage, such as 956 and 966. Storage 956
and 966 may provide mass storage and may include volatile
or non-volatile storage, such as network-attached disks,
floppy disks, hard disks, optical disks, tapes, flash memory
or other similar solid state memory devices, or an array of
devices, including devices in a storage area network or other
configurations. Storage 956 or 966 may be shared between
multiple processors, multiple racks, or multiple computing
devices and may include a computer-readable medium stor-
ing instructions executable by one or more of the processors.
Memory 954 and 964 may include, e.g., volatile memory
unit or units, a non-volatile memory unit or units, and/or
other forms of computer-readable media, such as a magnetic
or optical disks, flash memory, cache, Random Access
Memory (RAM), Read Only Memory (ROM), and combi-
nations thereof. Memory, such as memory 954 may also be
shared between processors 952a-952x. Data structures, such
as an index, may be stored, for example, across storage 956
and memory 954. Computing device 900 may include other
components not shown, such as controllers, buses, input/
output devices, communications modules, etc.

An entire system, such as system 100, may be made up of
multiple computing devices 900 communicating with each
other. For example, device 980a may communicate with
devices 9805, 980¢, and 9804, and these may collectively be
known as system 100. As another example, system 100 of
FIG. 1 may include one or more computing devices 900 as
indexing system 110, a separate computing device 900 as
query server 120, and one or more computing devices 900
as index serving cluster 160. Furthermore, some of the
computing devices may be located geographically close to
each other, and others may be located geographically distant.
The layout of system 900 is an example only and the system
may take on other layouts or configurations.

Various implementations can include implementation in
one or more computer programs that are executable and/or
interpretable on a programmable system including at least
one programmable processor, which may be special or
general purpose, coupled to receive data and instructions
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from, and to transmit data and instructions to, a storage
system, at least one input device, and at least one output
device.

These computer programs (also known as programs,
software, software applications or code) include machine
instructions for a programmable processor, and can be
implemented in a high-level procedural and/or object-ori-
ented programming language, and/or in assembly/machine
language. As used herein, the terms “machine-readable
medium” “computer-readable medium” refers to any non-
transitory computer program product, apparatus and/or
device (e.g., magnetic discs, optical disks, memory (includ-
ing Read Access Memory), Programmable Logic Devices
(PLDs)) used to provide machine instructions and/or data to
a programmable processor but not to transitory signals.

The systems and techniques described here can be imple-
mented in a computing system that includes a back end
component (e.g., as a data server), or that includes a middle-
ware component (e.g., an application server), or that
includes a front end component (e.g., a client computer
having a graphical user interface or a Web browser through
which a user can interact with an implementation of the
systems and techniques described here), or any combination
of'such back end, middleware, or front end components. The
components of the system can be interconnected by any
form or medium of digital data communication (e.g., a
communication network). Examples of communication net-
works include a local area network (“LLAN”), a wide area
network (“WAN”), and the Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

A number of implementations have been described. Nev-
ertheless, various modifications may be made without
departing from the spirit and scope of the invention. In
addition, the logic flows depicted in the figures do not
require the particular order shown, or sequential order, to
achieve desirable results. In addition, other steps may be
provided, or steps may be eliminated, from the described
flows, and other components may be added to, or removed
from, the described systems. Accordingly, other implemen-
tations are within the scope of the following claims.

What is claimed is:

1. A system comprising:

distributed computing devices represented by leaf nodes;

memory storing an index of documents, the index being

distributed across multiple computing devices, the

documents being assigned to respective computing

devices, and wherein a first document is in a first set of

documents assigned to a first leaf node and a second

document is in a second set of documents assigned to

the first leaf node, the first document being a base

document, wherein:

terms in the first document are identified as document
sharded and posting lists for the terms in the first
document are stored in fast memory at the first leaf
node, and

posting lists for at least some terms in the second
document that are term sharded and stored at com-
puting devices other than the first leaf node; and

at least one root computing device that includes:

at least one processor,
memory storing instructions that, when executed by the
at least one processor, cause the root computing
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device to map documents to computing devices and
map term-sharded terms to computing devices, and
memory storing instructions that, when executed by the
at least one processor cause the system to access
posting lists from the index in response to queries.

2. The system of claim 1 wherein the posting lists for at
least some terms in the second document are document-
sharded rather than term-sharded, and are stored on the
computing device that stores the second document.

3. The system of claim 2 wherein the posting lists for
document-sharded term are stored in fast access storage.

4. The system of claim 1 wherein the terms that are
document-sharded from the second document are common
terms.

5. The system of claim 1 wherein accessing posting lists
comprises, in response to a query having at least a first query
term and a second query term, the second query term
corresponding to one of the term-sharded terms:

retrieving a posting list for the second query term from

one of the computing devices, wherein the retrieved
posting list indexes occurrences of the second query
term in documents stored on multiple different com-
puting devices of the distributed computing devices;
and

retrieving posting lists for the first query term from some

of the multiple different computing devices, wherein
the retrieved posting lists index occurrences of the first
query term in documents that are co-located on the
computing device that stores the respective posting list.

6. The system of claim 5, wherein references to docu-
ments in the posting list for the second query term are
organized by computing device to which the documents are
assigned.

7. The system of claim 1, wherein the memory further
stores instructions that, when executed by the at least one
processor, cause the system to generate search results
responsive to accessing the posting lists, wherein generating
search results includes:

receiving a query at the root computing device, the query

having at least a first query term and a second query
term;

determining that the second query term is term sharded;

obtaining a posting list for the second query term from a

computing device to which the second query term is
assigned; and

sending at least a portion of information in the obtained

posting list to at least another computing device for
intersection with a posting list for the first query term.

8. The system of claim 7, wherein generating search
results further comprises:

receiving scores for documents from the another comput-

ing device, the documents being relevant to the first
query term and identified by the obtained posting list.

9. The system of claim 7, wherein, at the another com-
puting device, information about (i) the first query term, (ii)
the second query term, and (iii) a portion of the posting list
for the second query term that was obtained from the
computing device to which the second query term is
assigned, is received and used to identify documents in the
first set relevant to the query and documents in the second
set relevant to the query.

10. The system of claim 1, wherein each of the term-
sharded terms is assigned to a respective leaf node of the leaf
nodes.

11. A data storage system comprising:

a plurality of leaf computing devices in a distributed

system,
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a root computing device in communication with the

plurality of leaf computing devices,

wherein at least one of the leaf computing devices

includes:
memory, at least some of which is fast-access memory,
and at least some which is disk memory, the memory
being configured in arrays; and
processors for accessing the memory and processing
posting lists stored in the memory, each array being
accessible at least to one or more processors of the at
least one leaf computing device,
and wherein the memory stores:
documents assigned to the at least one leaf comput-
ing device,
document-sharded posting lists for terms appearing
in documents of a first set of the documents, the
document-sharded posting lists being stored in the
fast-access memory, and
term-sharded posting lists for terms appearing in
remaining documents, the terms being assigned to
respective leaf computing devices of the plurality
of leaf computing devices regardless of the leaf
computing device assignment of documents in
which the terms appear, the term-sharded posting
lists being stored primarily in the disk memory,
wherein within each term-sharded posting list,
references to documents are organized by the leaf
computing device to which the documents are
assigned.

12. The system of claim 11, wherein a document portion
of the term-sharded posting lists are pre-split into groups,
each group being associated with a respective leaf comput-
ing device of the plurality of leaf computing devices, and
wherein the root computing device includes:

at least one processor; and

memory storing instructions that, when executed by the at

least one processor, cause the root computing device to

perform operations comprising:

receiving a query, the query including a first term and
a second term, the second term being term-sharded;

retrieving the posting list for the second term from a
second leaf computing device of the plurality of leaf
computing devices, the second leaf computing
device being associated with the second term;

determining, based on the groups appearing in the
posting list for the second term, a set of leaf com-
puting devices to which documents in the posting list
for the second term appear;

sending a request to the set of leaf computing devices
to determine documents responsive to the query; and

generating a search result from responses received from
responses to the request.

13. The system of claim 11, wherein terms in the term-
sharded posting list are stored in the fast-access memory
when the terms meet a term-popularity threshold.

14. The system of claim 11, wherein a particular term has
at least one document-sharded posting list and one term-
sharded posting list.

15. The system of claim 11, wherein terms failing to meet
a minimum posting list length are included in term-sharded
posting lists rather than document-sharded posting lists.

16. The system of claim 11, wherein terms that meet a
term popularity threshold that appear in the remaining
documents are stored in the fast-access memory.
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17. A method comprising:

receiving, using at least one processor of a root node in a
distributed environment, a query having a first term and
a second term;

determining, using the at least one processor of the root
node, that the first term is term-sharded;

retrieving a term-sharded posting list for the first term
from a first leaf node that stores the term-sharded
posting list, the first leaf node being one of a plurality
of leaf nodes in the distributed environment;

determining, using the at least one processor of the root
node, a second leaf node from the plurality of leaf
nodes that stores a document-sharded posting list for
the second term;

sending the second term and a sub-set of documents from
the term-sharded posting list to the second leaf node,
the sub-set being documents assigned to the second leaf
node; and

generating a search result using a response received from
the second leaf node.

18. The method of claim 17, further comprising:

determining a third leaf node from the plurality of leaf
nodes that stores a document-sharded posting list for
the second term;

sending the second term and a second sub-set of docu-
ments from the term-sharded posting list to the third
leaf node, the sub-set being documents assigned to the
third leaf node;

aggregating, using the at least one processor of the root 3o

node, results from the second leaf node and the third
leaf node; and
generating the search result using the aggregated results.

28

19. The method of claim 17, wherein the term-sharded
posting list includes, for a document identified in the term-
sharded posting list, an indication of a leaf node from the
plurality of leaf nodes that the document is associated with.

5 20. The method of claim 17, wherein determining that the
first term is term-sharded includes determining that the first
term appears in fewer documents than the second term.
21. The method of claim 17, wherein the term-sharded
posting list is a first term-sharded posting list and the query
has a third term and the method further includes:
determining, using the at least one processor of the root
node, that the third term is term-sharded;
retrieving a second term-sharded posting list for the third
term from a third leaf node that stores the second
term-sharded posting list, the third leaf node being a

10

L different one of the plurality of leaf nodes in the
distributed environment than the first leaf node; and

aggregating, using the at least one processor of the root

node, the first term-sharded posting list and the second

20 term-sharded posting list to generate the sub-set of

documents, so that the sub-set of documents includes
documents from the first term-sharded posting list and
the second-term-sharded posting list.
22. The method of claim 21, the method further compris-
ing:
performing lightweight scoring on documents identified
in the first term-sharded posting list and the second
term-sharded posting list prior to sending the sub-set of
documents to the second leaf node.
23. The method of claim 17, wherein the second leaf node
scores documents included in the response prior to sending
the response to the root node.
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